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Abstract
In this paper, I provide a detailed description of
my approach to tackling the ALTA 2023 shared
task whose objective is to build an automatic
detection system to distinguish between human-
authored text and text generated from Large
Language Models. By leveraging several pre-
trained language models through model fine-
tuning as well as the multi-model ensemble, the
system managed to achieve second place on the
test set leaderboard in the competition.

1 Introduction

Large Language Models (LLMs) have experienced
a drastic advancement over the past few years
and brought a revolution to the domain of Natu-
ral Language Processing (Gordijn and Have, 2023).
Through the expansion of model parameters and
the intensive pre-training on a large corpus, recent
LLMs such as GPT-4 (OpenAI, 2023) and Llama2
(Touvron et al., 2023) have shown their capability
to understand the human language and generate
high-quality text.

However, the growing attention to LLMs and
their increasing availability to the public nowadays
has inevitably led to some concerns as these mod-
els can be used in an inappropriate manner to cause
harm to society. This includes fake news gener-
ation (Zellers et al., 2019), fake product reviews
generation (Adelani et al., 2020) and plagiarism
(Dehouche, 2021). Therefore, this calls for the
construction of a reliable machine-generated text
detection system to regulate the use of LLMs so
that we can make the most of them. To explore
the effective ways that can achieve this objective,
ALTA 2023 (Molla et al., 2023) organised a shared
task with the goal of constructing an automatic
detection system to distinguish between the human-
authored text and text generated by the LLMs. The
task is formed as a binary classification problem.

My team handled this task through the utilisation
of some representative pre-trained models to tackle

the classification problem for machine-generated vs
human-authored text given the fact that they have
already exhibited their strength in various Natural
Language Processing tasks. The models I exper-
imented with include the vanilla BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019) and De-
BERTaV3 (He et al., 2022a) which represent the
chain of improvement for the BERT-based models.
I also implemented an ensemble model via major-
ity voting over the best models to further enhance
the performance. The rest of the paper will provide
a detailed explanation of the design of my system
as well as the performance with respect to the task.

2 Related Work

2.1 Machine-Generated Text Detection

Recent studies related to the construction of au-
tomatic machine-generated text detection systems
focus on the utilisation of the source generator to
assist the detection. One area of research intended
to rely on internal information from the generative
models, such as the probability distribution of to-
kens or text sequences assigned by the generator, to
construct the detector (Mitchell et al., 2023). The
other group of researchers proposed the incorpo-
ration of the watermarking technique into the gen-
erative models by introducing some signals inside
the text that cannot be perceived by humans but
are detectable by machines. (Kirchenbauer et al.,
2023; He et al., 2022b). However, these approaches
suffer from their practicality since there exist nu-
merous proprietary LLMs in the industry where
the developers are reluctant to expose the internal
details of their models, and it is also difficult to
guarantee that every LLM developer agrees on the
incorporation of watermarking into their models.
Therefore, my detection system aims to obtain a
good performance under the “black-box” scenario
where only the generated text from the generative
models is accessible.



(a) The architecture of the detection system based
on Pre-trained Language Models

(b) Multi-model ensemble through majority voting

Figure 1: Illstration of the automatic detection system

2.2 Pre-Trained Language Models

My detection system took advantage of several pre-
trained language models by constructing the clas-
sifiers upon these models to differentiate machine-
generated and human-authored text. This section
will provide a description of the models that have
been applied during the model development phase.

2.2.1 BERT

BERT (Devlin et al., 2019), which stands for
Bidirectional Encoder Representation from
Transformer, aims to learn the deep bidirectional
contextual representation of the language through
pre-training on a large text corpus. It attains this
objective through the conduction of unsupervised
tasks during pre-training to learn the language
patterns from the text, which includes the Masked
Language Model (MLM) and Next Sentence
Prediction (NSP). MLM intends to predict the
tokens that are masked randomly in the text to
capture the bidirectional information of the token,
while NSP attempts to understand the relationship
between two sentences by predicting whether one
sentence follows the other.

2.2.2 RoBERTa
RoBERTa (Liu et al., 2019) is an extension of
the vanilla BERT with the goal of optimising the
design choices and training strategies of BERT to
boost the performance on the downstream tasks. It
replaced the static masking in BERT with dynamic
masking to avoid duplicated masks and removed
the NSP objective from BERT. In addition to this,
RoBERTa is also pre-trained on a higher volume
of data for a longer time and over a larger batch
size compared to BERT.

2.2.3 DeBERTaV3
The original DeBERTa model (He et al., 2020)
managed to make a further enhancement on both
BERT and RoBERTa through the introduction of
two novel techniques: disentangled attention and
enhanced mask decoder. A recently upgraded ver-
sion of DeBERTa called DeBERTaV3 (He et al.,
2022a) was proposed by the authors to replace the
MLM objective from BERT with Replaced Token
Detection (RTD), where a generator is employed
to generate corrupted tokens inside the text and
the model is trained as a discriminator to deter-
mine whether the token is the original one or has



been corrupted. It also proposed a method called
gradient-disentangled embedding sharing (GDES)
to handle the embeddings from the generator and
the discriminator in an effective way.

3 Dataset

The dataset provided by the ALTA 2023 shared task
(Molla et al., 2023) consists of text pieces of human-
authored and machine-generated text across a wide
range of domains. The machine-generated text
inside the dataset originates from different types of
LLMs. The statistics of the dataset are presented
in Table 1. The labels are only contained in the
training set where the label assigned to each text
piece is either 1 or 0, with 0 indicating that the text
is generated by the machine and 1 indicating that
the text is written by the human. The distribution
of the labels inside the training dataset is 50% for
machine-generated and 50% for human-authored
which is well-balanced.

Category Size
Training 18,000
Development 2,000
Test 2,000
Total 22,000

Table 1: Statistics of the dataset for ALTA 2023 shared
task

The training set and the development set are
released at the same time for model development
and the test set is used for the final evaluation of
the models and the determination of the rank in the
competition.

4 Methodology

Following the process explained in BERT (Devlin
et al., 2019), the pre-trained language models dis-
cussed in Section 2.2 are adopted to build binary
classifiers by adding a single classification layer on
top of the last hidden state of the first token (the spe-
cial ‘[CLS]’ token added by these pre-trained lan-
guage models) for each of them, which is the con-
textual representation of the full text. The model
architecture is shown in Figure 1a. The original
text pieces are tokenised using the corresponding
tokeniser for each model and the tokens are input
into the classifier. The classifiers are then fine-
tuned on the provided training set so that they can
learn the language patterns inside the data. The re-
sulting models will be applied to make predictions

about the development and test set to gain insight
into their performance.

Besides the employment of each single pre-
trained language model to perform classification
and obtain the results, I’ve further performed the
multi-model ensemble through majority voting
over the prediction results from the 3 models that
express the best performance. The process is
demonstrated in Figure 1b. The voting is conducted
as a hard voting where for each instance of the text
pieces inside the test set, the label that is assigned
to the text by most of the classifiers will be selected
as the final label. The logic behind this is to im-
prove the robustness of the detection system by
combining the results from multiple models.

Hyperparameter Value
Learning rate 2e-5
Batch size 64
Training epochs 5
Max length 100

Table 2: Hyperparameter Setting in the experiment

5 Experiments

5.1 Experimental Settings

During the experimental stage, I utilised the pre-
trained language models from huggingface to build
the classifiers and perform fine-tuning, which in-
cludes the models discussed in Section 2.2 with
varied size: 1) bert-base-cased 1, 2) bert-large-
cased 2, 3) roberta-base 3, 4) roberta-large 4, 5)
microsoft/deberta-v3-base 5, 6) microsoft/deberta-
v3-large 6. I used BCEWithLogitsLoss 7 as the
loss function and AdamW (Loshchilov and Hutter,
2019) as the optimizer during the model training
phase. The setting of the hyperparameters used for
the experiment is indicated in Table 2. All the im-
plemented models applied the same experimental
settings to compare the performance between each
other.

1https://huggingface.co/bert-base-cased
2https://huggingface.co/bert-large-cased
3https://huggingface.co/roberta-base
4https://huggingface.co/roberta-large
5https://huggingface.co/microsoft/

deberta-v3-base
6https://huggingface.co/microsoft/

deberta-v3-large
7https://pytorch.org/docs/stable/generated/

torch.nn.BCEWithLogitsLoss.html

https://huggingface.co/bert-base-cased
https://huggingface.co/bert-large-cased
https://huggingface.co/roberta-base
https://huggingface.co/roberta-large
https://huggingface.co/microsoft/deberta-v3-base
https://huggingface.co/microsoft/deberta-v3-base
https://huggingface.co/microsoft/deberta-v3-large
https://huggingface.co/microsoft/deberta-v3-large
https://pytorch.org/docs/stable/generated/torch.nn.BCEWithLogitsLoss.html
https://pytorch.org/docs/stable/generated/torch.nn.BCEWithLogitsLoss.html


Model Version Development set Test set
BERT bert-base-cased 0.986 0.976

bert-large-cased - 0.980
RoBERTa roberta-base 0.985 0.981

roberta-large 0.991 0.985
DeBERTaV3 microsoft/deberta-v3-base 0.984 0.978

microsoft/deberta-v3-large 0.992 0.982
Ensemble - - 0.990

Table 3: Classification accuracy of different models on development and test set

The performance of the resulting models is eval-
uated using the accuracy_score 8 from scikit-learn
as specified by the ALTA 2023 shared task.

5.2 Results

Table 3 shows the classification accuracy of all the
fine-tuned pre-trained language models as well as
the ensemble model involved in the experiment
over the development set and test set. As indicated
in the table, for all types of pre-trained language
models, the large version of the models obtain a
better performance compared to the base ones on
both the development and the test set. This illus-
trates the fact that larger models with more param-
eters have the ability to learn more language pat-
terns from the text to distinguish between human-
authored and machine-generated text. Additionally,
all versions of BERT underperform RoBERTa and
DeBERTaV3 on the test set, while RoBERTa and
DeBERTaV3 express a comparable performance
between each other. This suggests that the evolu-
tion of the BERT model makes contributions to
the classification of machine-generated and human-
authored text similar to most of the NLP tasks. The
results from the table also demonstrate the effective-
ness of the multi-model ensemble as the ensemble
model using majority voting outperforms all the
single models by a certain amount on the test set.

6 Conclusion

In this paper, I’ve presented my automatic detec-
tion system for the ALTA 2023 shared task that
classifies machine-generated and human-authored
text. The capability of pre-trained language models
in handling the task is demonstrated by fine-tuning
them on the dataset and constructing the classifiers.
The benefits that the multi-model ensemble brings

8https://scikit-learn.org/stable/modules/
generated/sklearn.metrics.accuracy_score.html

to the performance of the detector are also indi-
cated by the experiment results. As a result, the
best system achieves second place in the ALTA
2023 shared task.
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