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1 Introduction

Learning from real-world clinical data has poten-
tial to promote the quality of care, improve the effi-
ciency of healthcare systems, and support clinical
research. As a large proportion of clinical infor-
mation is recorded only in unstructured free-text
format, applying NLP to process and understand
the vast amount of clinical text generated in clinical
encounters is essential. However, clinical text is
known to be highly ambiguous, it contains complex
professional terms requiring clinical expertise to
understand and annotate, and it is written in dif-
ferent clinical contexts with distinct purposes. All
these factors together make clinical NLP research
both rewarding and challenging.

In this tutorial, we will discuss the characteristics
of clinical text and provide an overview of some of
the tools and methods used to process it. We will
also present a real-world example to show the ef-
fectiveness of different NLP methods in processing
and understanding clinical text. Finally, we will
discuss the strengths and limitations of large lan-
guage models and their applications, evaluations,
and extensions in clinical NLP.

2 Learning Objectives

This three hour tutorial has several related learning
objectives:

1. Develop insight into the range of clinical text
data available

§The first two authors contributed equally to this work.

2. Develop insights into a range of clinical NLP
application areas

3. Understand the landscape of methods used in
clinical NLP

4. Identify potential obstacles associated with
working with clinical text

5. Understand privacy, legal, and ethical issues
associated with working with clinical text

6. Understand publication practices in clinical
NLP

Note that given regulatory constraints and eth-
ical sensitivities regarding the sharing of clinical
data, we are unable to distribute clinical corpora
discussed in this session to tutorial participants.

3 Target Audience and Prerequisites

This tutorial targets NLP researchers (students and
more experienced researchers) with an interest in,
or curiosity about working with clinical text. The
tutorial is designed to be accessible for anyone with
an interest in NLP.

4 Outline

The tutorial consists of three consecutive one hour
sessions, described below.

4.1 Introduction to Clinical NLP
The first session will introduce the broad area of
clinical NLP, focusing on the special characteris-
tics of clinical text and some of the challenges
associated with the application of NLP methods
to clinical notes (Nadkarni et al., 2011; Dalianis,



2018; Wang et al., 2018). First, we will describe
the role of linguistic variation and technical clinical
vocabularies in clinical text, particularly regarding
issues related to polysemy, synonymy, misspellings,
and acronyms. Second, we will discuss the impor-
tance of contextual attributes in the context of clin-
ical information extraction, particularly negation,
uncertainty detection, and temporality detection.
Third, we will discuss typical processes involved in
developing clinical NLP systems, including chal-
lenges related to corpus development and annota-
tion. Fourth, we will briefly outline some of the
major clinical NLP datasets available for research.
Fifth, we will summarise some of the regulatory,
legal, and ethical issues related to clinical NLP,
with a particular focus on privacy protection. Fi-
nally, we will make some brief comments regarding
publication practices and grant funding in clinical
NLP.

Suggested Reading
1. Dalianis (2018). Clinical Text Mining: Sec-

ondary Use of Electronic Patient Records.
Springer (Dalianis, 2018)

2. Nadkarni et al. (2011) Natural Language Pro-
cessing: an introduction. Journal of the Amer-
ican Medical Informatics Association (Nad-
karni et al., 2011)

3. Lederman et al. (2022). Tasks as needs: re-
framing the paradigm of clinical natural lan-
guage processing research for real-world deci-
sion support. Journal of the American Medi-
cal Informatics Association (Lederman et al.,
2022)

4.2 Clinical NLP in Practice
In the second session, we will compare several
approaches to named-entity recognition (NER) us-
ing real-world data. For this, we will use a small
dataset of 283 pathology reports from The Royal
Melbourne Hospital and Peter MacCallum Cancer
Centre, Melbourne, Australia (Rozova et al., 2023).
Phrases in the reports were annotated for invasive
fungal infection (IFI), a rare but dangerous condi-
tion for immunocompromised patients.

We will start by exploring the dataset: we will
look at the reports themselves to see if there is any
structure that we could leverage in our analysis.
The audience will be presented with a report and
asked to determine what information is relevant to
IFI. We will take note of specific terminology, the
importance of negation and context dependency.

Next, we will look into the provided manual
annotations and run summary statistics noting the
number of concept categories, how common each
category is and its lexical diversity. Based on this
information, we will discuss what performance can
be reasonably expected from a NER model.

Finally, we will compare three common ap-
proaches to NER: a simple dictionary-based ap-
proach, conditional random fields (CRF), and
BERT, a transformer-based model (Devlin et al.,
2018). We will consider the strengths and weak-
nesses of each approach, especially given the ap-
plication context. We will then compare the perfor-
mance of the models and discuss what additional
steps can be undertaken for future improvement.

Suggested Reading
1. Liu and Panagiotakos (2022) Real-world data:

a brief review of the methods, applications,
challenges and opportunities. BMC Medical
Research Methodology (Liu and Panagiotakos,
2022)

2. Velupillai et al. (2018) Using clinical Natural
Language Processing for health outcomes re-
search: overview and actionable suggestions
for future advances. Journal of Biomedical
Informatics (Velupillai et al., 2018)

4.3 Large Language Models & Clinical NLP
The third session introduces the use of Large Lan-
guage Models (LLMs) in the context of clinical
NLP, primarily focusing on their applications, do-
main adaptation, and evaluation. We first discuss
the categories of LLMs by considering encoders
and decoders and how they are applied to various
clinical NLP tasks. For encoders, we introduce
using the models for standard NLP tasks involv-
ing clinical text and clinical prediction tasks at the
point of care (Lewis et al., 2020; Jiang et al., 2023).
For decoders, we discuss the applications enabled
by the general-domain LLMs (Lee et al., 2023;
Thirunavukarasu et al., 2023) such as medical ques-
tion answering (Singhal et al., 2023) and zero- and
few-shot learning (Agrawal et al., 2022). Then we
show whether adaptation to the clinical domain is
still necessary for LLMs that have already been
pretrained on vast amounts of general-domain text
by summarising relevant results from recent work
(Lehman et al., 2023). We go on to discuss evalua-
tion issues relevant for LLMs in the clinical context,
as the application of clinical LLMs extends beyond
mere predictive accuracy. We talk about the other



perspectives that need to be considered when mea-
suring the effectiveness and usefulness of LLMs
for healthcare (Wornow et al., 2023).

In addition to this core content, we briefly touch
on other related topics surrounding LLMs for clini-
cal applications, including multimodal modelling,
retrieval-augmented generation (RAG), and imple-
mentation issues in the clinical context. For mul-
timodal modelling, we discuss the interaction be-
tween various modalities from patient data, such as
text, image, and structured data, and how LLMs en-
able new modelling approaches (Moor et al., 2023).
For RAG, we talk about its potential benefits in the
clinical setting, such as for open-ended QA (Zakka
et al., 2023). We also discuss issues and challenges
in implementing and monitoring current LLMs in
the clinical environment (Finlayson et al., 2021).

Suggested Reading
Suggested readings for this section include:

1. Lehman et al. (2023) Do we still need clinical
language models? Proceedings of the Con-
ference on Health, Inference, and Learning.
(Lehman et al., 2023)

2. Thirunavukarasu et al. (2023) Large lan-
guage models in medicine. Nature Medicine
(Thirunavukarasu et al., 2023)

3. Wornow et al. (2023) The shaky foundations
of large language models and foundation mod-
els for electronic health records. NPJ Digital
Medicine (Wornow et al., 2023)
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Ethics Statement

While we do not anticipate any specific ethical
concerns arising directly from this tutorial, there
are a number of more general ethical issues asso-
ciated with NLP that are particularly acute with
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use (NLP-supported epidemiological studies can
be used to identify and support at-risk groups in the
community, but could also be used to stigmatise
these same groups); bias (NLP models trained on
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privacy (NLP algorithms may risk compromising
the privacy of individuals with rare medical condi-
tions), and reproducibility (there is some tension
between the need to protect patient privacy and the
ethical imperative to support reproducibility via
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